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Contact info & resources

Avi Pate l:

Email:  avipate l68@gmail.com

LinkedIn: https://www.linkedin.com/in/avipate l/

YouTube :  https://www.youtube.com/@AviPatel68

Github:  https://github.com/mktaop

Most recent re search, ‘Word Embeddings for Banking’: 
https://arxiv.org/abs/2306.01807

Raul Salle s de  Padua: 

Email:  raul.padua@iese .ne t

LinkedIn: https://www.linkedin.com/in/raulpadua/

YouTube :  https://www.youtube.com/@sallespadua

Github:  https://github.com/raul-padua

HF Spaces: https://huggingface .co/raul-padua

Most recent re search, ‘GPT-3 Mode ls Are  Few Shot Financial 
Reasone rs’: https://arxiv.org/abs/2307.13617

mailto:avipatel68@gmail.com
https://www.linkedin.com/in/avipatel/
https://www.youtube.com/@AviPatel68/videos
https://github.com/mktaop?tab=repositories
https://arxiv.org/abs/2306.01807
mailto:raul.padua@iese.net
https://www.linkedin.com/in/raulpadua/
https://www.youtube.com/@sallespadua
https://github.com/raul-padua
https://huggingface.co/raul-padua
https://arxiv.org/abs/2307.13617
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1. Build up to Large  Language  Mode ls (LLMs)
2. LLMs use  cases and lifecycle
3. Prompt Engineering & Configuration Paramete rs
4. MLOps in GenAI Prompt Engineered Systems



Agenda

1. Build up to Large  Language  Mode ls (LLMs)
2. High-leve l overview in the  Transformers architecture
3. LLMs use  cases and lifecycle
4. Prompt Engineering & Configuration Paramete rs



Real world application with financial documents

https://www.youtube.com/watch?v=Q5wAmPT7lxs

https://www.youtube.com/watch?v=Q5wAmPT7lxs


Build up to LLMs - Vector Space  Mode ls
From static embeddings to contextual embeddings … on large  corpora… but fail to 
draw out the  domain-specific re lationship/semantics

Couple  of re sults from word embeddings experimentation from my paper



Build up to LLMs - RNN Architecture
For many years, language  processing was done  with recurrent neural ne tworks.  
Predicting each token is based on the  most recent word plus the  hidden state  of 
the  past.  Two key problems with this:

● Not parallelizable

● Not good at long range word associations since they weigh recent words more highly

Source: Foundation models

https://arcxhived.substack.com/p/foundation-models


Build up to LLMs - Transformers:  Attention is all you 
need

Encoder

Encodes inputs 
("prompts") with 

sequences contextual 
unde rstanding

E.g. Be rt: MLM, PNS

Decoder

Takes in new tokens 
and gene rate s new 

tokens
E.g. GPT-3: Predict 

next token, recursive



Build up to LLMs - Transformers:  Attention is all you 
need…Learn context for each combination of words.

Typical RNN Transformers



Build up to LLMs - Size  Matte rs

GPT-3 by far was the  largest mode l, in 
2020

Since  then, just an explosion in 
scaling

Source : https://towardsdatascie nce .com/gpt-3-the -ne w-mighty-language -model-from-ope nai-a74ff35346fc Source : https://the lowdown.mome ntum.asia/the -e merge nce -of-large -language -mode ls-llms/

https://towardsdatascience.com/gpt-3-the-new-mighty-language-model-from-openai-a74ff35346fc
https://thelowdown.momentum.asia/the-emergence-of-large-language-models-llms/


That’s how we got to LLMs, scale and architecture.  An emergent property 
of these  LLMs is “in-context” learning, which was not expected.  They can 
comple te  tasks that they were  not explicitly trained on!

Allows us to skip the  time  and $ required for fine -tuning.  Using the same LLM, we can perform 
multiple tasks.



Agenda

1. Build up to Large  Language  Mode ls (LLMs)
2. LLMs use  cases and lifecycle
3. Prompt Engineering & Configuration Paramete rs
4. MLOps in GenAI Prompt Engineered Systems



Leverage LLMs to perform tasks using your domain-knowledge

Text 
Summarization

Question 
Answering

Machine  
Translation

EDA - Mode l Build 
w/ Prompts



Disrupting for better, also into AI development?

~1-2 months  Get labeled data

3 months Train a model on that data

~2-3 months Deploy & Call model in apps

~1-2 days Define prompt

< 1 day Call model

Supervised
Learning

Prompt
Engineering



There are mainly three ways to leverage adoption of LLMs' Gen AI capabilities…

Approach How to... Effort/ Cost

1. Prompt 
Engineering

2. Fine-tuning

3. Build your
own

● Commercial/ Open 
Source  API calls

● Instruct LLM through 
prompts to pass role  
and context

● In-Context prompts: 
ze ro to few-shot

● Instruction-led fine -
tuning of pre -trained 
LLM with additional 
examples re lated to 
the  task

● Create  and Train a 
new mode l from 
scratch

Mode l
Low

Costly

Very 
Costly

App

Pre -traine d 
Mode l

App

Additional
public data

Fine -tuned 
checkpoint

Proprie tary data

New Custom Mode lApp

Public dataProprie tary data



… as they are setting stones within LLMOps lifecycle

Scope & Constraints

● Define 
application & 
Us e cas e

Model Selection

● Choos e model
○ pretrained
○ build your own 

pretrained 
model

Tailor your model

● Prompt 
Engineering

● Fine-tuning
● Align with 

human feedback

Deploy into apps  
integration

● Deploy for 
inference

● Build LLM 
application

● Monitor



Agenda

1. Build up to Large  Language  Mode ls (LLMs)
2. LLMs use  cases and lifecycle
3. Prompt Engineering & LLM's instruction led fine tuning
4. MLOps in GenAI Prompt Engineered Systems



What is prompt engineering?

LLM

What were  the  
company's Ne t 
Revenues?

What were  the  
company's Ne t 
Revenues?
$247 billions

Prompt Comple tion

Context 
window



Zero-shot prompt enginee ring

LLM

Q: What were  the  
company's Ne t 
Revenues?
A: 

Prompt Comple tion

Role: you are a financial advisor…

Q: What were  the  
company's Ne t 
Revenues?
A: $247 billions



One-shot prompt enginee ring

LLM

Q: What were  the  
company's Ne t 
Revenues?
A: $247 billions

Q: What were  the  
company's Ne t 
Profits?
A: 

Prompt Comple tion

Role : you are  a financial advisor…

Q: What were  the  
company's Ne t 
Revenues?
A: $247 billions

Q: What were  the  
company's Ne t 
Profits?
A: $7.89 billions



Few-shot prompt enginee ring

LLM

Q: What were  the  
company's Ne t 
Revenues?
A: $247 billions
…
Q: What were  Ne t 
Revenues in 2021?
A: 

Prompt Comple tion

Role : you are  a financial advisor…

Q: What were  the  
company's Ne t 
Revenues?
A: $247 billions
…
Q: What were  Ne t 
Revenues in 2021?
A: $230 billions

around 5-6 
examples



Fine-tuning a pre trained mode l with instruction

Pretrained 
LLM

Role : you are  a financial advisor…
Text: What were  the  company's Ne t 
Revenues?
Labe l: $247 billions
…
Role : you are  a financial advisor…
Text: What were  Ne t Revenues in 
2021?
Labe l: $230 billions
…
Role : you are  a financial advisor…
Text: What were  the  company's Ne t 
Profits?
Labe l: $7.89 billions

Finetuned 
LLM

Instruction -led finetuning: prompt-
comple tion pairs with specific instructions to 
the  LLM (1,000+ examples)

Finetuning updates 
all parameters



Sample prompts in instruction-led fine -tuning

"Given the following news article:\n{{news_article}}\npredict the associated sentiment (positive, 
neutral, and negative)"

Classification / Sentiment Analysis

"""You are an excellent document analyst specialized in the financial markets and industry.\
You are great at performing the task queried in the prompt in a straightforward and easy to 
understand manner.\
You answer the prompts always in English, translating from the document if it's not written in 
English language.\
If the query is out of scope from the document answer back with {{out_scope}}.\n
Here is the prompted query:\n {{prompt}}"""

Agent: Question Answering



LLMs' finetuning process

Pretrained 
LLM

Prompt: you are  a 
financial advisor…
Text: What were  the  
company's Ne t 
Revenues?
Prediction: $247 
billions

Training splits

Training
Deve lopment
Test

Labe l: $247 billions

Loss

Finetuned 
LLM



How to bring this to life in your organization?

● Sell the  art of the  possible  to generate  use -case (s) from the  business line  folks

○ Start with an use -case  with lowest amount of risk to the  firm, think POC

● Engage  key stakeholders for buy-in, de finite ly:

○ Legal, Compliance , Information Security, Technology (IT), Risk Management

● Highlight the  challenges that do exist, such as:
○ Latency, Cost, Context Window, Building Complex Chains, Mode l & Alignment Choice



Agenda

1. Build up to Large  Language  Mode ls (LLMs)
2. LLMs use  cases and lifecycle
3. Prompt Engineering & LLM's instruction led fine tuning
4. High-leve l MLOps in GenAI Prompt Engineered Systems



"… start with the customer 
expe rience and work 
backwards with the  
technology".

Steve  Jobs



… as they are setting stones within LLMOps lifecycle

Scope & Constraints

● Define 
application & 
Us e cas e

Model Selection

● Choos e model
○ pretrained
○ build your own 

pretrained 
model

Tailor your model

● Prompt 
Engineering

● Fine-tuning
● Align with 

human feedback

Deploy into apps  
integration

● Deploy for 
inference

● Build LLM 
application

● Monitor



Prompt Engineered system example

Frontend Backend

Cloud Infrastructure / On-premise  (following security requirements)

Prompt template s
Decide on 

orchestration

Cost 
Mgmt

Config. 
Mgmt

API calls

Select model 
based on your 

criteria

Data Re trieval

What additional data to add context to your 
model do you need to include in the prompts?

How you validate 
the users' 
prompts?

Monitoring

Caching



Frontend Backend

Cloud Infrastructure/ On-premise (following security requirements)

Prompt templates

Consider where to 
store templates 

and user prompts 
outside your 
application

Cost 
Mgmt

Config. 
Mgmt

API calls

Monitor/ Manage 
costs

Data Retrieval Ensure to stay 
within token 
constraints

Monitoring

Caching

Performance & 
Cost

Prompt Engineered system example



Q&A Example - Using domain-specific knowledge



Key takeaways

Unmeasurable  "low hanging fruits" prompt enginee ring LLMs 

You may fine -tune  LLMs to specialize  on your task, but keep in mind of the  trade -
offs

Same  MLOps principle s apply when LLMs se rve  applications in production



Questions



Q & A

Please join us for our upcoming webinar:

Register Here: https://bit.ly/3YsZIVi



Additional useful resources

Original GPT-3 Paper: Language  mode ls are  few-shot learne rs

Attention is all you need – Transformer architecture

Interpreting Pretrained Contextualized Representations via Reductions to Static Embeddings

Word-to-Vector Paper

ChatGPT is not all you need. A State of the Art Review of large Generative AI models.

On the Opportunities and Risks of Foundation Models

Holistic Evaluation of Language Models

Text to powerpoint, yes you can

https://arxiv.org/abs/2005.14165
https://arxiv.org/abs/1706.03762
https://acl2020.org/
https://arxiv.org/abs/1301.3781
https://arxiv.org/abs/2301.04655
https://crfm.stanford.edu/report.html
https://arxiv.org/abs/2211.09110
https://tome.app/


State of the art GenAI Models - Landscape  from Jan 2023

Source : https://arxiv.org/abs/2301.04655

https://arxiv.org/abs/2301.04655


Thank You Contact Us:
fdpinstitute.org

in fo @fd p in s titu te .o rg

@FDPb yCAIA

lin ke d in .c o m / c o m p a n y/ FDP In s titu te
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