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Modern Natural Language Processing (NLP)
A Brief History

1990s-
2010’s
[The NLP 
Winter]

2013
[First 
Forays into 
Deep 
Learning]

2014
[Recurrence 
& Machine 
Translation]

2017
[“Attention” 
is All We 
Need]

2018
[BERT – One 
Model to 
Rule Them 
All]

2023
[The “Zero-
Shot” 
World?]
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Advancements in machine learning and open source toolsets

Enormous growth of data

Advancement in hardware and optimization, making better predictions cheaper

The field of AI is experiencing unprecedented progress that will disrupt every industry; this is driven by 3 main 
factors.

Introduction
The Evolution of AI in Finance
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Datasets for Creating Language Models
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Devlin et al. (2018), BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding.
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From models to data – pre-training vs fine-tuning
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Devlin et al. (2018), BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding.
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Pre-Training for Large Language Models – next word (“token”) prediction
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Next-token prediction unlocks a formidable set of skills:
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Chowdhery et al. (2022), PaLM: Scaling Language Modeling with Pathways.
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Scale – is Bigger “Better”?
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Open AI (2019), Deep Double Descent.
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Scale – is Bigger “Better”? (175B)
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Brown et al. (2020), Language Models are Few-Shot Learners.
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Scale – is Bigger “Better”? (540B)
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Chowdhery et al. (2022), PaLM: Scaling Language Modeling with Pathways.
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Scale – is Bigger “Better”? (the full story)
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Hoffmann et al. (2022), Training Compute-Optimal Large Language Models .
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A Question of “Alignment”
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Open AI (2022), Optimizing Language Models for Dialogue.
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Scale – is Bigger “Better”? (GPT-4 - ? Parameters)
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OpenAI Gpt-4 blog post: https://openai.com/research/gpt-4
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Scale – is Bigger “Better”? (GPT-4 - ? Parameters)
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OpenAI Gpt-4 blog post: https://openai.com/research/gpt-4

Improvements are most noticeable for harder tasks (making benchmarking tricky). 
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A Question of Alignment
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Zhuang et. Al. (2020), Consequences of Misaligned AI
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A Question of Alignment
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Perez et. Al. (2022), Discovering Language Model Behaviors with Model-Written Evaluations
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A Question of Alignment
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“Making buggy code, are we”?

Rob Miles, 2022
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The Business Breakthrough

Introduction
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• The most powerful LLM’s are “propositional logic machines”
• A massive change in industries like finance; the subset of cognitive tasks 

we are superior to machines on is rapidly shrinking; arguably superhuman 
performance at:
o Information distillation (writing reports)
o Zero-shot tasks (e.g. making labelled data)
o Data mapping
o Few limitations for tasks based on simple logical inferences – what 

else?
• “Jet fuel” for building products, but what limitations still remain?
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AI now has a “World Model”  - now what?
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AI and ML Advancement

There are major advances in the Machine Learning field, but also a few important constants to remember.

Introduction
The Evolution of AI in Finance

NLP

Transformers, BERT,
Transfer Learning, 

Large Language Models

Data

We still need it; although with 
transfer learning can get by with 
less. Human content is needed to 
power generative models.

Human Element

Humans are required for alignment, 
be it fine-tuning or setting a 

specific loss function. 

Humans shine in the zero-shot 
world. 

No Free Lunch

Deep learning is great for 
unstructured, but not 
necessarily for structured data

Still Task Based?

AI is still “task”-based, but 
we are making progress 
towards more generality

Computing

Unprecedented scale – 
PALM at 540B parameters 
using TPU’s

Frameworks

Framework 
advancements, 

accessibility; deep 
learning becoming 

more “democratized”
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AI and ML Advancement

Key limitations to overcome for building with LLM’s:

Introduction
The Evolution of AI in Finance

Costs & API budgets: pre-training, fine-tuning or layering

Quality, hallucinations & consistency

Engineering – prompts and data flows; systematic vs. human-in-the-loop vs. LLM-in-the-loop
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The Future of Work in Finance

Introduction
The Evolution of AI in Finance

• The stopping point – what do we automate, and what do we leave up to humans to decide?

• Conversational AI vs. creating structured data

• Causality, interpretability and Large Language Models

• The future of investment research, advice and responsible investing?



Q & A

Please join us for our upcoming webinar:

Register Here: 
https://bit.ly/441ICPU

https://bit.ly/441ICPU


Thank You Contact Us:
fdpinstitute.org

info@fdpinstitute.org

@FDPbyCAIA

linkedin.com/company/FDP Institute
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